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1
NETWORK DISCOVERY USING UNICAST
COMMUNICATIONS

BACKGROUND

Embodiments herein generally relate to discovery of
devices connected to a network and to systems and methods
that use printers (such as multi-function printer (MFPs)) in
such networks and server devices outside such networks.

Network connected devices are often discovered by
broadcasting messages to the entire network, and a list is
made of all devices that respond to the broadcast. In com-
puter networking, unicast transmissions involve the sending
of messages to a single network destination identified by a
unique address. Herein, the term “unicast” is used as short-
hand to represent all forms of one-to-one communications
between two computerized devices. The term unicast is
contrasted with the term broadcast, which means transmit-
ting the same data to all possible destinations. Unicast-based
servers provide a unique stream for each unique user.

Common limitations of existing network discovery meth-
ods include excessive network traffic caused by broadcast or
multicast messages and/or the scope of a broadcast message
being limited to local subnet. Due to the relatively high
network traffic caused by broadcast or multicast discovery
methods, many enterprise customers disable the mobile
Domain Name System (mDNS) packets that are used in
some discovery methods. Further, some discovery methods
require a server within each subnet visible to the server to
enable cross subnet discovery. Other discovery methods
send out multicast “hello” messages for discovery; however,
such methods can be limited to the local subnet. Additional
discovery methods send out Simple Network Managed
Protocol (SNMP) queries to each Internet Protocol (IP)
address in a user determined range. While these can cover
multiple subnets, they generate significant network traffic.

SUMMARY

Exemplary methods herein begin with a first computer-
ized printer (e.g., a multi-function printer (MFP)) providing
its Internet Protocol (IP) address to a second network node
(e.g., MFP) using unicast transmissions (non-broadcast,
non-multicast transmissions). Then, one or more second
computerized printers (e.g., second MFPs) transmit their I[P
address to the first network node (e.g., MFD). The second
MEFPs are connected to the server by a peer-to-peer network,
and the second MFPs communicate with the DNS server
using unicast transmissions. Unicast transmissions comprise
messages sent to a single network destination identified by
a unique address, and communications on the peer-to-peer
network therefore comprise direct packet communications.

Additionally, in these methods, the second MFPs contact
(transmit a “hello” to) the first MFP using the peer-to-peer
network. This allows the first MFP to develop a list of
second MFPs that have contacted the server using the
peer-to-peer network (after the first MFP acquires the first IP
address). The second MFPs are on the list of contacted
MFPs, and the list of contacted MFPs includes network
address information of the second MFPs.

Further, in these methods, a first computerized device
(e.g., an external configuration server) acquires the first IP
address from the DNS server after the first MFP acquires the
first IP address. The external server and DNS server are
connected to a wide area network (WAN, such as the
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Internet) outside the peer-to-peer network, and the external
server communicates with the DNS server using unicast
transmissions.

These methods continue where the external server con-
tacts the first MFP using the first [P address to cause the first
MFP to transmit the list of contacted MFPs to the external
server. The external server communicates with the first MFP
using unicast transmissions. The external server can then
contact the second MFPs using the list of contacted MFPs to
allow the external server to configure the second MFPs. The
external server also communicates with the second MFPs
using unicast transmissions.

Exemplary systems herein include a first computerized
printer (such as a first MFP), one or more second comput-
erized printers (such as second MFPs) connected to each
other and to the first MFP by a peer-to-peer network, and an
external computerized device (such as a external server) that
is connected to a WAN outside the peer-to-peer network.

In this system, the first MFP acquires a first network (e.g.,
IP) address from a first (e.g., DNS) server using unicast
(non-broadcast) transmissions. The second MFPs and the
external server also acquire the first IP address from the DNS
server after the first MFP acquires the first IP address. The
second MFPs and the external server similarly communicate
with the DNS server using unicast transmissions.

The second MFPs contact (e.g., say “hello” to) the first
MEFP using the peer-to-peer network. This allows the first
MFP to develop a list of the second MFPs that have
contacted the first MFP using the peer-to-peer network. The
external server contacts (again using unicast transmissions)
the first MFP using the first IP address to cause the first MFP
to transmit the list of contacted MFPs to the external server.
The external server then contacts (again using unicast trans-
missions) the second MFPs using the list of contacted MFPs
(which includes network address information of the second
MEPs) to allow the external server to configure the second
MEFEPs.

These and other features are described in, or are apparent
from, the following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

Various exemplary embodiments of the systems and
methods are described in detail below, with reference to the
attached drawing figures, in which:

FIG. 1 is a schematic diagram illustrating systems herein;

FIG. 2 is a flow diagram of methods herein;

FIG. 3 is a schematic diagram illustrating systems herein;

FIG. 4 is a schematic diagram illustrating devices herein;
and

FIG. 5 is a schematic diagram illustrating devices herein.

DETAILED DESCRIPTION

As mentioned above, common limitations of existing
network discovery methods include excessive network traf-
fic caused by broadcast or multicast messages and/or the
scope of a broadcast message being limited to local subnet.
Therefore, this disclosure presents methods and systems in
which a fleet of networked Multi-Function Printers (MFPs)
can be discovered by an external server using only peer-to-
peer network traffic, without the need for separate servers in
the subnet of the peer-to-peer network. Further, such MFPs
are made available to an external server.

More specifically, this disclosure presents network dis-
covery methods and systems that discover MFPs across
subnets, discover information that includes device properties
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(including but not limited to: IP address/hostname, unique
1D, services, etc.), direct communications (peer-to-peer),
avoid the use of multicast or broadcast packets (thereby
minimizing network traffic), require only minimal initial
setup, and are robust and adaptable to network topology
changes. The systems and methods herein include an archi-
tecture that allows for device-native discovery services, and
enabling technology for fleet-based security and manage-
ment services on the MFP.

With systems and methods herein a user or administrator
can designate multiple MFPs as rendezvous points and can
configure their DNS server to indicate these MFPs as
rendezvous points, potentially using well-known names. All
the MFPs contact the DNS server, send a unicast “Hello” (or
other handshake transmission) to the MFPs serving as
rendezvous points, and the rendezvous points compile a list
of MFPs. This list is made available to the external server
and enables the server to retrieve configuration data, or
perform other operations, based on commands from the
external server.

In the specific implementation, the external server can be,
for example, a server managing anti-virus software, con-
figuration settings, data settings, etc., on a fleet of endpoint
devices. The external server can then, at a system adminis-
trator request, configure each MFP and retrieve machine
configuration data using less network intensive unicast
transmissions. Thus, the systems and methods herein avoid
the need to utilize a server on each subnet, by allowing one
of the printers to establish peer-to-peer communications.

The methods and systems herein use a MFP as a rendez-
vous point for all MFPs via DNS. The MFP rendezvous
points are sometimes referred to as “supernodes” herein.
While the supernodes are sometimes referred to herein as
MEPs, they can be any form of printing device, and other
nodes within each network (or subnet) may also be MFPs
(but do not need to be). The supernodes use well-known
supernode host names (configured in DNS) that are available
to other MFPs and servers. The supernode host names allow
other MFPs and other devices to find the supernode. With
systems and methods herein, all MFPs say “hello” to at least
one supernode when they power on and periodically after-
wards. Each supernode collects a list of MFPs and their
properties that have said “hello” to the supernode. A client
to the discovery service provided by such systems and
methods can query the supernode to obtain list of compiled
information about each discovered MFP.

FIG. 1 illustrates multiple subnets 110 that contain print-
ing devices 102, 104 (but do not need dedicated servers).
Subnets 110 are used here as an example, but items 110 also
represent any full or partial network, and the term “subnet”
is used herein to represent all such items. As shown in FIG.
1, the systems and methods herein utilize at least one of the
printers in each subnet 110 as a supernode 104 (note that
each subnet 110 does not require its own supernode 104, and
the drawing merely shows that each subnet 110 can have its
own supernode 104). At some point in its operating cycle
(such as during power up) the supernode 104 contacts a DNS
server 106 that is external to the subnets 110 and requests an
1P address. The IP address supplied by the DNS server 106
becomes the IP address of the supernode 104. In addition to
serving the function as a supernode, the printer 104 retains
all of its other capabilities (printing, faxing, scanning, copy-
ing, etc.).

The other printers 102 that are on the same network or
subnet as the supernode 104 contact the DNS server 106 at
some point during their operating cycle (again, such as
during power up) to request the IP address of the supernode
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104. After the DNS server 106 supplies the supernode 1P
address to each of the individual printers 102, those printers
102 contact the supernode 104 using a unicast transmission.
For example, each printer 102 can send a “hello” unicast
transmission to the supernode 104 to advise a supernode 104
that the printer 102 is connected to the supernode’s 104 local
network (or subnet) and is available to perform printing and
other operations.

The supernode 104 compiles a list of MFPs that have
provided the unicast transmission. The external server 108
contacts the DNS server to find the supernode’s IP address.
Then, the external server 108 contacts the supernode 104
using a unicast transmission to configure the supernode 104.
Further, the external server 108 directly contacts the other
printers 102 using a unicast transmission to also configure
the other printers 102.

Because the external server 108 uses unicast transmis-
sions to communicate with the supernode 104 and the other
printers 102, and the supernode uses peer-to-peer commu-
nication directed packets (not broadcast communications) to
communicate with the other printers 102, network traffic
associated with the discovery of such devices is substantially
decreased.

Thus, as shown in FIG. 1, exemplary systems herein
include a first computerized printer (such as a first MFP
104), one or more second computerized printers (such as
second MFPs 102) connected to each other and to the first
MFP 104 by a peer-to-peer network, and an external com-
puterized device (such as a external server 108 which, as
mentioned above, can be a configuration server, etc.) that is
connected to a WAN outside the peer-to-peer network.

In this system, the first MFP 104 acquires a first network
(e.g., IP) address from a first (e.g., DNS) server using unicast
(non-broadcast) transmissions. The second MFPs 102 and
the external server 108 also acquire the first IP address from
the DNS server 106 after the first MFP 104 acquires the first
IP address. The second MFPs 102 and the external server
108 similarly communicate with the DNS server 106 using
unicast transmissions.

The second MFPs 102 contact (e.g., say “hello” to) the
first MFP 104 using the peer-to-peer network. This allows
the first MFP 104 to develop a list of the second MFPs 102
that have contacted the first MFP 104 using the peer-to-peer
network. The external server 108 contacts (again using
unicast transmissions) the first MFP 104 using the first IP
address to cause the first MFP 104 to transmit the list of
contacted MEPs to the external server 108. The external
server 108 then contacts (again using unicast transmissions)
the second MFPs 102 using the list of contacted MFPs
(which includes network address information of the second
MEFPs 102) to allow the external server 108 to configure the
second MFPs 102. The external server 108 can directly
contact each individual MFP 102.

FIG. 2 is flowchart illustrating an exemplary method
herein. Exemplary methods herein begin in item 150 with a
first computerized printer (e.g., a multi-function printer
(MFP) or “supernode” MFP) acquiring a first Internet Pro-
tocol (IP) address from a first server (e.g., a Device Name
System (DNS) server) using unicast transmissions (non-
broadcast, non-multicast transmissions). Then, in item 152,
one or more second computerized printers (e.g., second
MEFPs) acquire the first IP address from the DNS server after
the first MFP acquires the first IP address. As noted above,
the second MFPs are connected to the first MFP by a
peer-to-peer network, and the second MFPs communicate
with the DNS server using unicast transmissions. Unicast
transmissions again comprise messages sent to a single
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network destination identified by a unique address, and
communications on the peer-to-peer network therefore com-
prise one-to-one communications (e.g., direct packet com-
munications).

Additionally, in item 154, the second MFPs contact
(transmit a “hello” to) the first MFP using the peer-to-peer
network. This allows the first MFP to develop a list of
second MFPs that have contacted the first MFP using the
peer-to-peer network (after the first MFP acquires the first IP
address) in item 156. The list of contacted MFPs includes
network address information of the second MFPs.

Further, in item 158, a first computerized device (e.g., a
configuration server) acquires the first IP address from the
DNS server after the first MFP acquires the first IP address.
The configuration server and DNS server are connected to a
wide area network (WAN, such as the Internet) outside the
peer-to-peer network, and the configuration server commu-
nicates with the DNS server using unicast transmissions.

These methods continue in item 160 where the configu-
ration server contacts the first MFP using the first [P address
to cause the first MFP to transmit the list of contacted MFPs
to the configuration server (in item 162). In item 160, the
configuration server communicates with the first MFP using
unicast transmissions. The configuration server can then
contact the second MFPs using the list of contacted MFPs in
item 164 to allow the configuration server to obtain con-
figuration information from, and to configure, the second
MEFPs in item 166. The configuration server also commu-
nicates with the second MFPs using unicast transmissions in
item 164.

As shown in FIG. 3, exemplary system embodiments
herein include various computerized devices 200, 204
located at various different physical locations 206. The
computerized devices 200, 204 can include print servers,
printers, personal computers, etc., and are in communication
(operatively connected to one another) by way of a local or
wide area (wired or wireless) network 202.

In FIG. 3, the first MFP 104 and second MFPs 102 are
illustrated generically as MFPs 204, the peer-to-peer net-
work connecting the MFPs 204 is illustrated as item 208, the
DNS server 106 and external server 108 are shown generi-
cally as items 200, and the WAN (e.g., Internet) that is
outside the peer-to-peer network 208 is illustrated as item
202. As would be understood by those ordinarily skilled in
the art, any of the devices could be located within a cloud
storage environment, any of the devices could be virtual
devices, etc., and the illustrations provided are intentionally
simplified to focus the reader on the salient features of the
methods and systems herein.

FIG. 4 illustrates one of the computerized devices 200
discussed above, which can be used with embodiments
herein and can comprise, for example, a DNS server, a
configuration server, a print server, a personal computer, a
portable computing device, etc. The computerized device
200 includes a controller/processor 224 and a communica-
tions port (input/output) 226 operatively connected to the
processor 224 and to the computerized network 202 external
to the computerized device 200. Also, the computerized
device 200 can include at least one accessory functional
component, such as a graphic user interface assembly 236
that also operate on the power supplied from the external
power source 228 (through the power supply 222).

The input/output device 226 is used for communications
to and from the computerized device 200. The processor 224
controls the various actions of the computerized device. A
non-transitory computer storage medium device 220 (which
can be optical, magnetic, capacitor based, etc.) is readable

25

30

40

45

55

6

by the processor 224 and stores instructions that the pro-
cessor 224 executes to allow the computerized device to
perform its various functions, such as those described
herein. Thus, as shown in FIG. 4, a body housing 200 has
one or more functional components that operate on power
supplied from the alternating current (AC) 228 by the power
supply 222. The power supply 222 can comprise a power
storage element (e.g., a battery) and connects to an external
alternating current power source 228 and converts the exter-
nal power into the type of power needed by the various
components.

FIG. 5 illustrates a computerized device that is one of the
printers 204 discussed above, which can comprise, for
example, a printer, copier, multi-function machine, multi-
function device (MFD), etc. The printer 204 includes many
of the components mentioned above and at least one mark-
ing device (printing engines) 210 operatively connected to
the processor 224, a media path 216 positioned to supply
sheets of media from a sheet supply 214 to the marking
device(s) 210, etc. After receiving various markings from
the printing engine(s), the sheets of media can optionally
pass to a finisher 208 which can fold, staple, sort, etc., the
various printed sheets. Also, the printer 204 can include at
least one accessory functional component (such as a scan-
ner/document handler 212, etc.) that also operates on the
power supplied from the external power source 228 (through
the power supply 222).

Many computerized devices are discussed above. Com-
puterized devices that include chip-based central processing
units (CPU’s), input/output devices (including graphic user
interfaces (GUI), memories, comparators, processors, etc.
are well-known and readily available devices produced by
manufacturers such as Dell Computers, Round Rock Tex.,
USA and Apple Computer Co., Cupertino Calif., USA. Such
computerized devices commonly include input/output
devices, power supplies, processors, electronic storage
memories, wiring, etc., the details of which are omitted
herefrom to allow the reader to focus on the salient aspects
of the embodiments described herein. Similarly, scanners
and other similar peripheral equipment are available from
Xerox Corporation, Norwalk, Conn., USA and the details of
such devices are not discussed herein for purposes of brevity
and reader focus.

The terms printer or printer as used herein encompasses
any apparatus, such as a digital copier, bookmaking
machine, facsimile machine, multi-function machine, etc.,
which performs a print outputting function for any purpose.
The details of printers, printing engines, etc., are well-
known by those ordinarily skilled in the art. The embodi-
ments herein can encompass embodiments that print in
color, monochrome, or handle color or monochrome image
data. All foregoing embodiments are specifically applicable
to electrostatographic and/or xerographic machines and/or
processes.

In addition, terms such as “right”, “left”, “vertical”,
“horizontal”, “top”, “bottom”, “upper”, “lower”, “under”,
“below”, “underlying”, “over”, “overlying”, “parallel”,
“perpendicular”, etc., used herein are understood to be
relative locations as they are oriented and illustrated in the
drawings (unless otherwise indicated). Terms such as
“touching”, “on”, “in direct contact”, “abutting”, “directly
adjacent to”, etc., mean that at least one element physically
contacts another element (without other elements separating
the described elements). Further, the terms automated or
automatically mean that once a process is started (by a
machine or a user), one or more machines perform the
process without further input from any user.
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It will be appreciated that the above-disclosed and other
features and functions, or alternatives thereof, may be desir-
ably combined into many other different systems or appli-
cations. Various presently unforeseen or unanticipated alter-
natives, modifications, variations, or improvements therein
may be subsequently made by those skilled in the art which
are also intended to be encompassed by the following
claims. Unless specifically defined in a specific claim itself,
steps or components of the embodiments herein cannot be
implied or imported from any above example as limitations
to any particular order, number, position, size, shape, angle,
color, or material.

What is claimed is:

1. A system comprising:

a first printer acquiring a first network address from a first
server using only unicast transmissions, said unicast
transmissions being distinct from broadcast transmis-
sions and comprising messages sent directly to a single
network destination identified by a unique address;

a peer-to-peer network connected to said first printer;

a second printer connected to said peer-to-peer network,
said second printer acquiring said first network address
from said first server after said first printer acquires said
first network address, said second printer communicat-
ing with said first server using only said unicast trans-
missions, said second printer contacting said first
printer using said peer-to-peer network, said first
printer developing a list of contacted printers that have
contacted said first printer using only said unicast
transmissions in said peer-to-peer network, and said list
of contacted printers comprising network address infor-
mation of said second printer; and

a first computerized device acquiring said first network
address from said first server after said first printer
acquires said first network address,

said first computerized device being outside said peer-to-
peer network,

said first computerized device communicating with said
first server using only said unicast transmissions,

said first computerized device contacting said first printer
using said first network address to cause said first
printer to transmit said list of contacted printers to said
first computerized device,

said first computerized device communicating with said
first printer using only said unicast transmissions,

said first computerized device contacting said second
printer using said network address information of said
second printer within said list of contacted printers to
cause said first computerized device to configure said
second printer, and

said first computerized device communicating with said
second printer using only said unicast transmissions.

2. The system according to claim 1, said second printer
being on said list of contacted printers.

3. The system according to claim 1, said list of contacted
printers being developed after said first printer acquires said
first network address.

4. The system according to claim 1, communications on
said peer-to-peer network comprising direct packet commu-
nications.

5. A system comprising:

a first multi-function printer (MFP) acquiring a first
Internet Protocol (IP) address from a Device Name
System (DNS) server using only unicast transmissions;

a peer-to-peer network connected to said first MFP;

a second MFP connected to said peer-to-peer network,
said second MFP acquiring said first IP address from
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said DNS server after said first MFP acquires said first
IP address, said second MFP communicating with said
DNS server using only said unicast transmissions, said
unicast transmissions being distinct from broadcast
transmissions and comprising messages sent directly to
a single network destination identified by a unique
address, said second MFP contacting said first MFP
using said peer-to-peer network, said first MFP devel-
oping a list of contacted MFPs that have contacted said
first MFP using only said unicast transmissions in said
peer-to-peer network, and said list of contacted MFPs
comprising network address information of said second
MFP; and

a configuration server acquiring said first IP address from
said DNS server after said first MFP acquires said first
IP address,

said configuration server being outside said peer-to-peer

network,

said configuration server communicating with said DNS

server using only said unicast transmissions,
said configuration server contacting said first MFP using
said first IP address to cause said first MFP to transmit
said list of contacted MFPs to said configuration server,

said configuration server communicating with said first
MEFP using only said unicast transmissions,

said configuration server contacting said second MFP
using said network address information of said second
MFP within said list of contacted MFPs to cause said
configuration server to configure said second MFP, and

said configuration server communicating with said second
MEFP using only said unicast transmissions.
6. The system according to claim 5, said second MFP
being on said list of contacted MFPs.
7. The system according to claim 5, said list of contacted
MEFPs being developed after said first MFP acquires said first
IP address.
8. The system according to claim 5, communications on
said peer-to-peer network comprising direct packet commu-
nications.
9. A method comprising:
acquiring, by a first printer, a first network address from
a first server using only unicast transmissions;

acquiring said first network address from said first server
by a second printer after said first printer acquires said
first network address, said second printer being con-
nected to said first printer by a peer-to-peer network,
and said second printer communicating with said first
server using only said unicast transmissions, said uni-
cast transmissions being distinct from broadcast trans-
missions and comprising messages sent directly to a
single network destination identified by a unique
address;

contacting said first printer by said second printer, using

said peer-to-peer network;

developing, by said first printer, a list of contacted printers

that have contacted said first printer using only said
unicast transmissions in said peer-to-peer network, and
said list of contacted printers comprising network
address information of said second printer;

acquiring said first network address from said first server

by a first computerized device after said first printer
acquires said first network address, said first comput-
erized device being outside said peer-to-peer network,
and said first computerized device communicating with
said first server using only said unicast transmissions;
contacting said first printer by said first computerized
device using said first network address to cause said



US 9,442,679 B2

9

first printer to transmit said list of contacted printers to
said first computerized device, said first computerized
device communicating with said first printer using only
said unicast transmissions; and

contacting said second printer by said first computerized

device using said network address information of said
second printer within said list of contacted printers to
cause said first computerized device to configure said
second printer, said first computerized device commu-
nicating with said second printer using only said uni-
cast transmissions.

10. The method according to claim 9, said second printer
being on said list of contacted printers.

11. The method according to claim 9, said list of contacted
printers being developed after said first printer acquires said
first network address.

12. The method according to claim 9, communications on
said peer-to-peer network comprising direct packet commu-
nications.

13. A method comprising:

acquiring, by a first multi-function printer (MFP), a first

Internet Protocol (IP) address from a Device Name
System (DNS) server using only unicast transmissions,
said unicast transmissions being distinct from broad-
cast transmissions and comprising messages sent
directly to a single network destination identified by a
unique address;

acquiring said first IP address from said DNS server by a

second MFP after said first MFP acquires said first IP
address, said second MFP being connected to said first
MEFP by a peer-to-peer network, and said second MFP
communicating with said DNS server using only said
unicast transmissions;
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contacting said first MFP by said second MFP, using said

peer-to-peer network;

developing, by said first MFP, a list of contacted MFPs

that have contacted said first MFP using only said
unicast transmissions in said peer-to-peer network, and
said list of contacted MFPs comprising network
address information of said second MFP;

acquiring said first IP address from said DNS server by a

configuration server after said first MFP acquires said
first IP address, said configuration server being outside
said peer-to-peer network, and said configuration
server communicating with said DNS server using only
said unicast transmissions;

contacting said first MFP by said configuration server

using said first IP address to cause said first MFP to
transmit said list of contacted MFPs to said configu-
ration server, said configuration server communicating
with said first MFP using only said unicast transmis-
sions; and

contacting said second MFP by said configuration server

using said network address information of said second
MFP within said list of contacted MFPs to cause said
configuration server to configure said second MFP, said
configuration server communicating with said second
MEFP using only said unicast transmissions.

14. The method according to claim 13, said second MFP
being on said list of contacted MFPs.

15. The method according to claim 13, said list of
contacted MFPs being developed after said first MFP
acquires said first IP address.

16. The method according to claim 13, communications
on said peer-to-peer network comprising direct packet com-
munications.



